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Abstract

Electroniccontentmadeavailableover theInternetis becomingincreas-
ingly importantfor providersandusersalike. To provide the bestpossible
serviceto endusersit is desirablefor contentto benetwork-wiseascloseto
clienthostsaspossible.

Staticmirrorsof sitesareonemeansof distributing traffic betweensites
andgiving usersthe opportunityto connectto a site that will give thema
fastresponse.However, manuallyselectingsites,which mayor maynot be
available,from a list of mirrors is a tediousprocess.Thesitesat the top of
thelist area temptingchoice— economyof choicein lieu of thepossibility
of fasteraccess.

Insteadof expectingusersto manuallyselectamirror, it makessensefor
the serviceprovider to automaticallydirect clients to a site that will offer
themgoodperformance,that is to have a global loadbalancingalgorithmin
place. Onesuchalgorithmis to useBGP to selectwhich site hasthe least
costpathto a given client. This paperwill examinethe implementationof
suchanloadbalancingscheme.
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1 INTRODUCTION 1

1 Intr oduction

Electroniccontentmadeavailableover the Internetis becomingincreasinglyim-
portantfor providersandusersalike. To provide thebestpossibleserviceto end
usersit is desirablefor contentto benetwork-wiseascloseto clienthostsaspossi-
ble.

Staticmirrorsof sitesareonemeansof distributing traffic betweensitesandgiv-
ing usersthe opportunityto connectto a site that will give thema fastresponse.
However, manuallyselectingsites,which mayor maynot beavailable,from a list
of mirrorsis a tediousprocess.Thesitesat thetopof thelist area temptingchoice
— economyof choicein lieu of thepossibilityof fasteraccess.

Insteadof expectingusersto manuallyselecta mirror, it makessensefor theser-
vice provider to automaticallydirect clients to a site that will offer them good
performance,thatis to have agloballoadbalancingalgorithmin place.

Thereareanumberof factorsthatmaybetakeninto accountwhendevelopingsuch
a loadbalancingalgorithm.Loadandnumberof connectionsarecommonchoices
whendesigninganalgorithmto run on a Local Areal Network. Whenexamining
global load balancing,otherfactors,suchasthe relative speedandbandwithbe-
tweenthe client anddifferentpossibleserverscomeinto play. The emphasisof
the discussionin this paperwill be on enablingclientsto connectto serversthat
minimisenetwork delays.Theassumptionis thatserversarelocally loadbalanced
asrequiredto copewith traffic.

Given that the path that traffic takes on the Internet is governedby the BGP, it
wouldseemthatthismayprovide aninterestingbasisfor agloballoadbalanacing
algorithm.BGPhasinformationon thebestpathto any point on theInternetfrom
wherethe BGP-speaker is connected.As this informationis memory-residentin
theBGP-speaker any queriesshouldbefast.As it turnsoutBGPalsoprovidesfor
failurerecovery astheprotocolis designedto adaptto changingnetworks. These
factorsmake BGP an attractive choiceas the basisfor a global load balancing
algorithm.

An algorithmwhich intelligently selectsthe server a client shouldconnectto is
only usefulif this informationcanbemadetransparentlyavailableto clients. For
a loadbalancerto beusefulin thecontext of theInternetit mustwork seemlessly
with existing protocols. The mechanismto communicateinformation to clients
should,ideally, beindependentof any particularhost,aglobally redundantsystem
is mostdesirable.DNS is a well establishedprotocolthatis usedby clientson the
Internet. DNS alsohasa measureof redundancy built in, asa domainmay have
multiple nameserversandclientswill attemptto find anactive nameserver for a
domainbeforereturninganerror. Thesetwo charactaristicsmake communicating
globalloadbalancinginformationover DNSanattractive option.
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It is also possibleto convey load balancinginformation using HTTP redirects.
While usingHTTP redirectsis only usefulin thecontext of HTTP it is of notethat
websitesareanapplicationthatbenefitwell from global loadbalancing.Thead-
vantageof usingHTTPredirectsis thatamuchfinergranularlitymaybeachieved,
perURL asopposedto perhostasfor DNS.

This paperwill examinedesigningandimplementinga globalloadbalancerusing
BGPasthebasisfor theunderlyingalgorithm. Resultsmaybecommunicatedby
DNS or HTTP redirectsandthe implemenationhasthe flexibility to allow other
applicationsto tie into theloadbalancer.

2 SelectingServers

An importantcomponentof global load balancingtraffic is to determinewhich
POP1 shouldhandleanincomingconnection.Therearemany criteria thatcanbe
taken into accountincluding: Relative Capacityof differentPOPs;Relative Load
of differentPOPs;Latency betweenPOPsandclient; Network distancebetween
POPsandclient.

It is importantthatwhenanew connectionis received,allocatingtheconnectionto
theapropiatePOPis donequickly. A longandinvolvedprocessto determinewhich
POPto allocatea connectionto will, at best,causethe connectionestablishment
time for theclient to beslow. At worsttheclient maytime-out.

2.1 Load and Capacity

Informationon the relative capacityandload of differentPOPsmaybe collected
and storedlocally and usedto quickly determinethe bestsite for an incoming
connectionbasedon thesecriteria. However, the internal load of a POPdoesn’t
necessarilycorrelateto its apropriateness.An underloadedPOP, 23hopsawaymay
well provide inferior serviceto a moreloadedPOP, 2 hopsaway. It is certainly
not accurateto say that communicatingto all POPsis of equalcost for a given
client. This is in contrastto loadbalancingover a LAN wherecommunicationto
all serverscan— reasonablybeexpectedto beequal.

1POP:PointOf Presance:A hostor groupof hostsconnectedto theInternet,usuallyin a single
physicallocation.
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2.2 Network Latency

It would seemthatinformationaboutthestateof thenetwork mayprovide a valu-
ablemeansfor determiningthebestPOPto handleaclient’s connection.A readily
availablenetwork metricis ping-time,ameausreof theroundtrip timefor apacket
from onehostto anotherandbackagain.Unfortunately, ping-timesarenotagood
measureof network performance.It is quitepossiblefor a high latency link to be
a high bandwidthlink. SatelliteandDSL aregoodexamplesof this. It is of note
that muchInternettraffic, including HTTP, SMTP, FTP andstreamingmediaare
bandwidth,ratherthanlatency sensitive. The usefulnessof ping-timesis further
compromisedif asymetricroutingis beingused,astheping-timewill not provide
informationon any differencesin theforwardandreturntrip times.

The collectionof ping-timesis alsoproblematicashaving POPsping a client is
inherentlyslow. It is possibleto cachethe resultsbut avoiding a delay when a
client first connectsis difficult. A ping mayalsobeblocked by a packet filter for
somereason.If ping packetsarebeingblocked,at besttheping-timedatawill be
unavailableandatworstthepingmaytime-out,addingto thedelayin establishing
aconnectionfor theclient.

2.3 Network AddressAllocations

APNIC2, ARIN3 andRIPE4 areresponsiblefor, amongstotherthings,allocating
IP addressesto network providersandthelike. If assumptionsaremadeaboutthe
locationof differentproviders thenit is possibleto constructa loosemapof the
Internetwith somecreative useof the whois commandand trawling of online
documentsprovided by theseorganisations.This mapmaybeusedasa heuristic
to determinewhichPOPis closestto agivenclient.

While simple,this methodhasmany drawbacks.Constuctingsucha mapis only
pratcical if POPsare on very distinct networks. Another problemis that static
mapsarenot adaptive to network changesandfailures. It is alsotrue to saythat
sucha mapmaynot accuratelyreflectnetwork topology— geographiclocality is
no gauranteeof netowrk-wise closeness.Furthermore,to reducethe complexity
andsizeof themapit maybeneccessaryto make generalisationsaboutnetworks
by aggregatingsmallallocationsinto onelargerallocation— this mayreducethe
accuracy of themap.

It maybepossibleto suplementthemapby inspectingthehostname.For instance,
while a .com may be locatedanywhere,it is reasonableto assumethat a .au

2APNIC: Asia PacificNetwork InformationCentre:http://www.apnic.net/
3ARIN: AmericanRegistry for InternetNumbers:http://www.arin.net/
4RIPE:RéseauxIP Euroṕeens:http://www.ripe.net/
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is locatedin Australia. However, doing a reverselookup on the IP addressesof
connectingclientsmaycreateasignificantperformanceproblem.

Thoughtheapproachof manuallymappingtheInternetis somewhatcumbersome
it is simple onceset up. No specialinformation or servicesare requiredfrom
upstreamproviders. And the mapis static,so lookupsshouldbe fast. The map
aproachcertainlyhasits merits,but a moredynamicandautomatedmechanism
wouldbeasignificantimprovement.

2.4 Routing Inf ormation

Routinginformationdeterminesthepaththatpacketswill take. This information
changesasnetwork topologychanges.It would seemthatthis mayprovide useful
information in determiningthe bestPOPfor a client. BGP is the protocol that
is usedto determinerouteson the Internet. The following sectiondiscusseshow
BGP works andhow it may be usedto find the network-wiseclosestPOPfor a
givenclient.

3 BGP

TheBorderGateway Protocolversion4 (BGP)[9] is a routingprotocol,asdefined
in RFC1773[20]. BGPis usedto communicaterouting informationbetweendif-
ferentproviderson theInternetandfor this reasonreflectsthepaththattraffic will
take from agivenpointon theInternet.

3.1 Routing Protocols

A routeis aasetof addressesandthenext hopusedto sendtraffic to theaddresses.
A router is nominallya hostthathasmorethanonenetwork interfaceandmakes
decisionsabout to which interface a given packet shouldbe sent. As network
topologiesbecomemorecomplex, thenumberof differentroutesincreases,asdoes
thefrequency of routeschanging.For this reasonit is usefulfor routersto have a
methodfor dynamicallyupdatingroutesasthenetwork topologychanges,that is,
asother routerscomeandgo from the network eitherbecauseof administrative
changesor failuresof routersor links betweenrouters.

Routingprotocolsarea mechanismfor routersto communicaterouteswith each
other. Routersthat communicaterouteswith eachotherarereferredto aspeers.
Whenroutesaresentbetweenroutersthey containinformationin additionto the
addressesthat the route covers and the next hop for this traffic. The additional
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informationmaybeusedto expire therouteandto determinethecostof theroute
relativeto otherroutes.Whenaroutersendssucharouteit is saidto beadvertising.
A routeadvertisementcanbeseenasa promiseto deliver traffic for a givensetof
addresses.Advertisingroutesthatcannotbesatisfiedleadsto eitherrouting loops
or black-holing. A routing loop refersto traffic bouncingbetweenroutersuntil
the maximumhop count is reached.Black-Holing refersto receiving traffic and
thendiscardingit. In eithercasetheaddressescoveredby the routeis effectively
removedfrom thenetwork.

A prefixis asetof network addressesthatagivenroutecovers.In routingprotocols
this is givenaseithera classfulnetwork or in thecaseof morerecentlydeveloped
routing protocolsa CIDR network. ClasslessInter-Domain Routing (CIDR) is
definedin RFC 1519 [10]. CIDR networks allow networks to be definedas a
network addressanda netmask,enablingmoreflexible division of networks than
classfulrouting.

Whenpeersareconfiguredto communicaterouteswith eachotherthey aresaidto
haveasessionrunning.Whenthesessionis establishedtheroutersadvertiseroutes
to eachotherandeachrouterusesthis informationto determinethebestroutefor
eachprefix thathasbeenadvertisedto it or is advertisedby it. Whenasessiongoes
down, eitheradministratively or becauseof a timeout, the prefixesadvertisedby
thepeerin questionareremoved,enablingthenetwork to adaptto failures.

Routing protocolsare divided into two types: Interior Gateway Protocol (IGP)
andExteriorGatewayProtocol(EGP).An IGP is concernedwith managingroutes
within a singlenetwork, ensuringthat eachpoint of the network is ableto get to
all otherpointsin thenetwork. An EGPcommunicatesinformationaboutwhich
addressesarewithin anetwork or maybeaccessedthroughanetwork. WhenBGP
is usedto communicateroutesbetweendifferent networks on the Internet, it is
beingusedasanEGP.

3.2 AutonomousSystems

WhennetworkscommunicateroutesusingBGP, individualnetworksareidentified
usingan AutonomousSystem(AS) Numberasdefinedin RFC 1930[11]. Each
routecommunicatedusingBGPcontainsanASpath, anorderedlist of ASesthat
theroutehasbeenadvertisedby.

As an examplesupposethat therearethreenetworks, imaginatively namedNet-
work A, B andC, asperfigure 1. TheseNetworkshave theAS numbers64600,
64601and 64602respectively. Networks A and C are eachdirectly connected
to B. A border router is a router on the edgeof a network that communicates
directly with routerson other networks. BGP peeringsessionsare run between
borderroutersin NetworksA andB andNetworksB andC. Thereis nodirectlink
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Network B
AS64601

Network A
AS64600

Network C
AS64602

Link and
BGP Session

Figure1: Network Diagram– Transit

betweenNetworks A andC, ratherthesenetworks seeroutesto eachother that
transitthroughNetwork B. This given, theAS pathon a routerin Network A for
a prefix advertisedby Network C would be 6460164602,showing that the route
originatedfrom AS64602andwas transitedthroughAS64601. In other words,
traffic will travel throughNetwork B to getto its ultimatedestination,Network C.

3.3 Finding The Peer Closestto a Client

Now supposethat a provider hastwo POPs,oneon eachof Network A andC,
calledPOPX andY respectively. This is shown in figure 2. By obtainingBGP
informationfrom upstreamnetworksandtheotherPOPit is possiblefor a POPto
determinewhichPOPis closestto agivenIP address.ThatIP addresscouldbethat
of aclient wantingto accessaserviceavailableonbothPOPs.Theresultcouldbe
usedto determinewhichPOPtheclient shouldconnectto.

To do this eachPOPhasan AS Number, this may be from the range64512to
65535,which is reserved for privateuseby the InternetAssignedNumbersAu-
thority (IANA) asdescribedin RFC 1930. All ASesusedin thesesexamplesare
from this range. All IP addressesusedin examplesarefrom rangesreserved for
privateuseasperRFC1918[21].

EachPOPsetsup a BGP sessionwith its upstreamnetwork or networks. In this
examplePOPX will have a BGP sessionwith a router in Network A. Similarly
for POPY andNetwork C. As thePOPswill not beoriginatingany valid routesit
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Network B
AS64601

Network A
AS64600

Network C
AS64602

POP X
AS64700

POP Y
AS64702

Multi-Hop
BGP Session

Link and
BGP Session

Figure2: Network Diagram– Pointsof Presence

is importantthat thePOPsareconfigurednot to sendany routesto theupstreams
andtheupstreamsareconfigurednot to acceptany routesfrom thePOPs.This is
referredto asfiltering. OncetheseBGP sessionsareestablishedeachPOPhasa
view of all theroutesthat its respective upstreamhas.This is extendibleto POPs
with multiple upstreamsby the POPin questionestablishingBGP sessionswith
eachof its upstreams.By establishinga multi-hopBGPSessionbetweenPOPsX
andY it is possiblefor eachPOPto seetheview of thenetwork thatPOPhas,and
in turn theview thatPOP’supstreamhas.

If therouterrunningtheBGPsessionsto Network A from POPX is queriedfor the
prefix usedto routetraffic to anaddressin Network C thentherearetwo probable
answers;A prefixwith theAS path646006460164602aslearnedthroughtheBGP
sessionwith Network A, or aprefix with AS path6470264602aslearnedthrough
themulti-hopBGPsessionwith POPY. Thelatterprefix shouldbepreferredasit
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hasa shorterAS path,thoughit is possibleto changethis usingweights. As the
preferredpathcontainsthe AS numberof POPY, this mustbe closerto the the
queriedaddressin termsof theBGProuting topology. This meansthat if theAS
numberfor oneof thePOPsappearsin theAS pathfor a preferredprefix thenthe
correspondingPOPmustbecloserto theaddressescoveredby theprefix that the
POPmakingthe request.If the AS numbersof multiple POPsappearin the AS
paththenthelastPOPin theAS pathmustbeclosest,asAS numbersat theendof
theAS patharecloserto theorigin thanthoseat thebeginning.

4 Dir ecting Traffic

While it is importantto devise a workablealgorithmto load balancetraffic, it is
alsoimportantto make this informationtransparentlyavailableto users.

TechnologiessuchasTheLinux Virtual Server[6] thatimplementLayer4 Switch-
ing5 while veryeffectivefor loadbalancingtraffic onaLocalAreaNetwork (LAN),
do not extendwell to load balancingover a Wide Area Network (WAN) suchas
theInternet.Thesetechnologiesrely on all in-boundpacketsand,often,all return
packetspassingthrougha singlepoint. While this is acceptableon a LAN where
all packetsmustpassthrougha limited numberof switchesandrouters,thefunda-
mentalproblemwith usingthis in the context of a WAN is that having all traffic
passthroughonesite,only to besentto another, hasthepotentialto significantly
increaselatency. This also hasthe potential to reducereliability as packets are
traversingmorehopsacrosspotentiallyuncontrollednetworks.

A stepforwardwould beto provide a mechanismfor connectionsto beredirected
to anothersite,suchthatoncetheredirectionhasbeenmadeclientscommunicate
directly to thesite they have beenredirectedto. It alsomakessenseto allow any
participatingsiteto make this redirection.Thus,no sitewould bea singlepoint of
failure for establishingor maintainingconnectionsfor the network presenceasa
whole.Two waysof achieving thisareby usingDNS andHTTP redirects.

4.1 DNS

Typically DNS[18][19][16]6 serversaresetup to staticallymapa given queryto
a reply or list of replies. In the caseof a hostnamelookup, an IP addressor list
of IP addresseswill be returned.Generally, the resultchangesinfrequentlyif at

5Layer4 Switching:Determiningthepathof packetsbasedon informationavailableat layer4 of
theOSI7 layerprotocolstack.In thecontext of theInternet,this impliesthattheIP addressandport
areavailableasis theunderlyingprotocol,TCP/IPor UDP/IP. This is usedto effect loadbalancing
by keepinganaffinity for a client to a particularserver for thedurationof a connection.

6DNS: DomainNamesService:Mapshostnamesto IP addressesandviceversaon theInternet.
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Figure3: RedirectingConnectionsUsingDNS

all. It is, however, possibleto have a DNS server that returnsresultsbasedon the
outputof somealgorithm. This allows resultsto be determineddynamically. In
thisway theresultsof DNS lookupsmaybeusedthecommunicatetheresultsof a
loadbalancingalgorithmto clients.DNS is a fair choicefor thisapplicationasthe
DNS protocolis designedwith somemeasureof redundancy. A domainmayhave
multipleDNSserversandif onefailsothersmayhandlerequestswithout theclient
beingnotifiedof any problems.

As anexample,supposethatwww.slarken.org.au is mirroredbetweenPOPX and
Y andDNS is beingusedto distributetraffic betweenthesetwo POPsasshown in
figure3.

1. ClientMakesDNS Requestto localDNS Server in Network C for
www.slarken.org.au

2. TheDNSServermakesarecursivequeryonbehalfof theClient. In doingso
it queriesPOPX for theIP addressof www.slarken.org.au. BothPOPX and
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Y areauthorative for theslarken.org.audomain,theNetwork C DNSServer
happensto queryPOPX this timearound.POPY would doequallywell.

3. TheDNSserver in POPX is abledeterminethebestPOPfor agivenconnec-
tion. Note that thebestPOPfor theNetwork C DNS Server is queriedand
not thebestrouteto theClient, astheIP addressof theClient is not known
to theDNSserver in POPX. ThisassumesthatClientsuseDNSserversthat
arenetwork-wisecloseto them. The IP addressof the web server or farm
in POPY is returnedin responseto theDNS queryby theNetwork C DNS
Server.

If POP X had beendown then the Network C DNS Server would have
queriedPOPY andreturnedtheIP addressof thewebserver or farmwithin
itself, thustheresultwouldbethesame.

If POPY wasdown thenthequeryto therouteserver in POPX wouldhave
shown thatPOPX wastheclosestPOPto theNetwork C DNS Server and
theIP addressof thewebserver or farmin POPX wouldbereturned.

If bothPOPsweredown thentherewould beno resultandtheDNS lookup
would fail.

4. Network C DNS Server respondsto the Client’s DNS requestwith the an-
swerobtainedfrom POPX.

5. The client hasthe IP addressof a server in POPY as the IP addressof
www.slarken.org.auandmakesanHTTP requestto this server.

6. Theserver respondsto theClient’s HTTP request.

4.2 HTTP

As an alternative to using DNS to communicateload balancinginformation to
clientsHTTP[3][7]7 redirectsmay be used. The advantageof this is that as the
redirectionis doneby an HTTP server muchfiner granularitymay be achieved.
WhereasDNS hasa granularityof per-hostname,HTTP may have a per URL8

granularity. For instanceall .jpeg , .jpg and .png URLs may be redirected
while all otherURL may be handledlocally. That is, imagesare load balanced
while HTML pagesarehandledby acentralserver.

Thekey disadvantageof usingHTTP redirectionis thatoncea client is redirected
to a sitetheremaybeno way of directingtheclient to anothersite. This maybea
problemif all URLs aredirectedto anothersiteandthis sitefails. Exceptby than

7HTTP: Hypertext TransferProtocol.Protocolusedto transferdataon theWorld WideWeb
8URL: UniversalResourceLocator
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Figure4: RedirectingConnectionsUsingHTTP

manuallygoingbackor reloadingtheinitial URL, theclient hasno way to access
anactive site.

Supposeonceagainthatwww.slarken.org.au ismirroredbetweenPOPX andY and
thatHTTPredirectsarebeingusedto distributetraffic betweenthesetwo POPs.A
samplerequestmaywork asfollows:

1. Web servers or farmsin POPX andY areboth listed as IP addressesfor
www.slarken.org.au. Theclient happensto sendanHTTP requestto POPX
this time around.POPY woulddo equallywell.

2. The HTTP server in POPX is ableto redirectclients to the network-wise
closestPOP. Note that the IP addressof the Client is usedhere,whereas
when using DNS the IP addressof the Client’s DNS server is used. The
HTTP server thensendsanHTTP redirectto a URL that resolvesto the IP
addressof awebserver or farmin POPY, www.y.slarken.org.au.

If POPX hadbeendown thentheclient would mostlikely have stalled. A
reloadwouldprobablyhavecasedanHTTPrequestto besentto theotherIP
addressfor www.slarken.org.au andPOPY would handlethe requestfrom
there.
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If POPY wasdown thenthequeryto therouteserver in POPX wouldhave
shown thatPOPX wastheclosestPOPto theClient andtheApacheserver
would sendanHTTP redirectto a URL that resolvesto the IP addressof a
webserver or farmin POPX, www.x.slarken.org.au.

If bothPOPsweredown thentheconnectionwould fail, aswould a reload.

3. The Client haswww.y.slarken.org.au, the URL of a server in POPY and
makesanHTTP requestto thisserver.

4. Theserver respondsto theClient’s HTTP request.

5 Implementation: SuperSparrow

SuperSparrow is animplementationof globalloadbalancingwritten in C[15] and
releasedunderthe GNU GeneralPublic LicenceandGNU LesserGeneralPub-
lic Licence[8]. SuperSparrow is available from http://supersparrow.org/ and is
suppliedwith sourceandRPM[2]9 packageswith comprehensive onlinedocumen-
tation. SuperSparrow is ableto loadbalancetraffic by usingBGPto find thepeer
closestto aclient.

5.1 Route Servers

To avoid the needfor yet anotherBGP implementation,SuperSparrow accesses
BGPinformationby queryingrouteservers.A routeserver is a router, or hostrun-
ningaroutingdaemon,thatmaybequeriedfor thepreferredprefixfor aIP address.
Thecurrentimplementationsupportsthreedifferentrouteservers:GNU Zebra[14]
andGateD[17], routingdaemonsthatrunonavarietyof platformsincludingLinux10,
andCiscoIOS[4], theoperatingsystemthat runson Ciscoroutersandis synony-
mouswith BGPandroutingin general.

The currentimplementationusestelnetaccessto routeservers to query the pre-
ferredprefix for an IP address.The tenetinterfaceto routeservers is generally
intendedfor manualinteractionwith therouteserverbut providesareasonablyfast
andportableway of otherprogrammesaccessingthe routeserver. A sampleses-
sion with GNU Zebrato determinethe preferredprefix for 192.168.193.15
from arouteserver runningon 192.168.192.13 is givenin figure5.

The resultsshown in the figure indicatethat therearetwo prefixesfor the query
madeandthat thesecondprefix listed is preferred.TheAS pathfor thepreferred

9RPM: RedHatPackageManager
10Linux is a trademarkof LinusTorvalds



5 IMPLEMENTATION: SUPERSPARROW 13

$ telnet 192.168.192.13 bgpd
Trying 192.168.192.13...
Connected to 192.168.192.13.
Escape character is ’ˆ]’.

Hello, this is zebra (version 0.89.horms.pre.2)
Copyright 1996-2000 Kunihiro Ishiguro

User Access Verification

Password:
jasmine> sho ip bgp 192.168.193.15
BGP routing table entry for 192.168.193.0/24
Paths: (2 available, best #2, table Default-IP-Routing-
Table)

64600 64601 64602
192.168.192.12 from 192.168.192.12 (192.168.192.12)

Origin IGP, metric 1, localpref 100, valid, external
Last update: Fri Oct 6 15:47:28 2000

64702
192.168.193.11 from 192.168.193.11 (192.168.193.11)

Origin IGP, metric 1, localpref 100, valid, exter-
nal, best

Last update: Fri Oct 6 15:44:05 2000

jasmine> exit
Connection closed by foreign host.

Figure5: DeterminingThePreferedPrefixUsingGNU Zebra

prefix is 64702 . It is the AS path of the preferredprefix that SuperSparrow
usesto determineif a point of presencein the SuperSparrow network is closer
to the addressbegin queriedthanthe routeserver beingqueriedasdescribedin
section3.3.

5.2 libsupersparrow

Thecorefunctionalityof SuperSparrow, includingtheability to communicatewith
route servers is encapsulatedas a library, libsupersparrow. Breakingthis code
out into a library allows flexibility to make thealgorithmavailableto a varietyof
applications.
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The library is ableto manageconnectionsto multiple routeserversandmultiple
connectionsto asinglerouteserver. In thelattercase,connectionsarecachedsuch
that if multiple connectionsto a route server are requesteda single connection
will beopenedandshared.This avoidsthepossibilityof exceedingthemaximum
numberof connectionsa routeserver will accept.

Resultsreadfrom routeserversmaybecachedto increaseperformanceandavoid
placingexcessive loadonrouteservers.Theimplementationof this is quitesimple.
Resultsare storedin a self reorderinglinked list. Queriesto the cachesearch
throughthe list sequentiallyandif a resultis found it is movedto thefront of the
list. Thenumberelementsandthetimeoutfor elementsin thecacheis configurable.
Thoughsimple,thecacheyieldsa significantperformanceincrease,if successive
queriesarereceivedfor thesameIP address.

The library alsomanagesthe relationshipbetweenthe AS numbersof POPand
their IP addressesor hostnames.This enablesthelibrary to determineif thepref-
eredprefix for anaddress,asreturnedby arouteserver, includestheAS numberof
apeerandif sotheIP addressesor hostnamesthatshouldbereturnedaccordingly.

Two aplicationsthat link againstlibsupersparrow have beenwritten: modsuper-
sparrowadrivermodulefor Dentsto allow SuperSparrow to betiedto theDNSfor
a domain,andsupersparrow a standaloneutility thatmaybeusedfor testingand
tying SuperSparrow to aplicationsthat cancommunicateover standardI/O. The
lattermaybeusedin conjunctionwith Apache’s mod rewrite to tie SuperSparrow
directly to Apache.

5.3 mod supersparrow (DNS)

Dents[5] is a modularDNS server that is intendedasa drop in replacementfor
BIND[13].

Dentsallows zonesto be mountedin the namespacemuchin thesameway that
UNIX allows partitionsto be mountedin a directorystructure. Justasdifferent
mountedpartitionsin a directorystructuremay have different file systemscon-
trolled by different portionsof codein the kernel, Dentsallows different zones
types,controlledby driver modules.

Accessto a the root nameserver is analogousto the root (/) directoryin a UNIX
directorystructure.Dentsallows this zoneto bemountedandresolved usingthe
driver modulemod recursive. BIND for oneusesRFC1035[19] stylezonefiles.
This is supportedin Dentsby mountingazoneusingthemodstddbdrivermodule.

Oneadvantageof beingableto usedifferentdriver modulesis thatarbitrarymod-
ulesmaybedefined.Driver modulesthataccesszoneinformationstoredin a re-
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lationaldatabaseor producestandardmappingsfrom anIP addressto ahostname
for dialuppoolsaretwo exampleapplications.

SuperSparrow implementsaDentsdriver module,mod supersparrow, thatallows
Dentsto return resultsbasedon information from BGP speakingroute-servers.
In this way the IP addressreturnedfor a hostnamelookup may be governedby
the BGP-basedglobal loadbalancingalgorithm implementedby SuperSparrow.
Detailsof how client-server interactionswork in suchasetuparedescribedin sec-
tion 4.1.

5.4 supersparrow

supersparrow is a stand-aloneapplicationthat is linked againstlib supersparrow.
Theprimaryintentionof thisapplicationis to actasadebuggingtool duringdevel-
opmentof lib supersparrow. As it turnsout,supersparrow maybeusedin conjunc-
tion with applicationsthatareableto commumicatewith otherprogrammesusing
standardI/O ausefulexampleof which is Apache’s mod rewrite.

5.5 supersparrow with Apache(HTTP)

Oneof themostapealingaspectsof TheApacheHTTP Server[1] is its flexibility
afforded to a large extent by its modulararchitecture.An excellent exampleof
this is mod rewrite which is partof thestandardApachedistribition. mod rewrite
allows arbitary rewriting of requestsreceived by Apacheto other URLs at run
time. Therewrite is doneby a mapandoneof themaptypessupportedis running
anexternalprogramme.

mod rewrite communicateswith the external programmevia standardI/O. The
external programmeis run oncewhen apachestarts,requestsare written to the
programme’s standardin andresultsarereadfrom theprogramme’s starndardout.
Thesupersparrow stand-aloneapplicationsupportsa batchmode,which allows it
to beusedasa mapfor mod rewrite. In this way Apachemaybe tied directly to
SuperSparrow to achieve thesemanticsdescribedin section4.2.

6 Conclusion

WhenimplementingGlobal Load Balancingthereis a needto take into account
factorsthat arenot apparentwhenload balancingtraffic on a LAN. In particular
thereis a needto becompletelyindependentof othersites.For this reasonsmeth-
odssuchasDNSandHTTP Redirectionareattractive for directingclients.This is



6 CONCLUSION 16

in directcontrastto local loadbalancingwheremethodssuchasLayer4 Switching
offer superiorcontrolof traffic.

TheBGP-basedalgorithmdiscussedprovidesapowerful mechanismfor determin-
ing thenetwork-wisePOPfor a client. It doesnot, however, take into accountthe
relative capacityor loadof thePOPsthat traffic is beingdirectedto. Theassump-
tion madeis that eachPOPhassufficient capacityto copewith the traffic that it
is likely to receive. For this assumptionto hold, local loadbalancingmayneedto
be deployed at eachPOP. The SuperSparrow implementationhasbeendesigned
with this in mind andwill work with local load balancingtechnologiessuchas
layer 4 switching technology. In particular, SuperSparrow is designedto work
in conjunctionwith Ultra Monkey[12] which utilisesthe Linux Virtual Server to
effect layer4 switching.

It is anticipatedthat in the future the implementationof SuperSparrow will be
expandedto allow other, non BGP-basedalgorithmsthat may take into account
factorssuchasPOPcapacityandload.Ideallyanalgorithmthatcombinescapacity
andloadinformationwith BGPwouldprovide avery flexible solution.
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