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Abstract

Electroniccontentmadeavailableover the Internetis becomingincreas-
ingly importantfor providersandusersalike. To provide the bestpossible
serviceto endusersit is desirablefor contentto be network-wiseascloseto
clienthostsaspossible.

Staticmirrors of sitesareonemeansof distributing traffic betweenrsites
and giving usersthe opportunityto connectto a site that will give thema
fastresponseHowever, manuallyselectingsites,which may or may not be
available,from a list of mirrorsis a tediousprocess.The sitesat the top of
thelist areatemptingchoice— economyof choicein lieu of the possibility
of fasteraccess.

Insteadof expectingusersto manuallyselecta mirror, it makessensedor
the serviceprovider to automaticallydirect clientsto a site that will offer
themgoodperformancethatis to have a globalload balancingalgorithmin
place. One suchalgorithmis to useBGP to selectwhich site hasthe least
costpathto a givenclient. This paperwill examinethe implementatiorof
suchanloadbalancingscheme.
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1 INTRODUCTION 1

1 Intr oduction

Electroniccontentmadeavailable over the Internetis becomingincreasinglyim-
portantfor providersandusersalike. To provide the bestpossibleserviceto end
userdt is desirabldor contentto be network-wiseascloseto clienthostsaspossi-
ble.

Staticmirrors of sitesareone meansof distributing traffic betweensitesandgiv-
ing usersthe opportunityto connectto a site thatwill give thema fastresponse.
However, manuallyselectingsites,which may or may not be available,from a list
of mirrorsis atediousprocessThesitesatthetop of thelist areatemptingchoice
— economyof choicein lieu of the possibility of fasteraccess.

Insteadof expectingusersto manuallyselecta mirror, it makessenseor the ser
vice provider to automaticallydirect clients to a site that will offer them good
performancethatis to have a globalload balancingalgorithmin place.

Thereareanumberof factorshatmaybetakeninto accounwwvhendevelopingsuch
aloadbalancingalgorithm.Load andnumberof connectiongirecommonchoices
whendesigningan algorithmto run on a Local Areal Network. Whenexamining
global load balancing,otherfactors,suchasthe relative speedandbandwithbe-
tweenthe client and differentpossibleseners comeinto play. The emphasiof
the discussionin this paperwill be on enablingclientsto connectto senersthat
minimisenetwork delays.Theassumptions thatsenersarelocally load balanced
asrequiredto copewith traffic.

Given that the path that traffic takes on the Internetis governedby the BGP, it
would seemthatthis may provide aninterestingoasisfor a globalload balanacing
algorithm.BGP hasinformationon the bestpathto ary pointon the Internetfrom
wherethe BGP-speagr is connected.As this informationis memory-residenin
the BGP-spea&r ary queriesshouldbefast.As it turnsout BGP alsoprovidesfor
failure recovery asthe protocolis designedo adaptto changingnetworks. These
factorsmake BGP an attractve choice as the basisfor a global load balancing
algorithm.

An algorithmwhich intelligently selectsthe sener a client shouldconnectto is
only usefulif thisinformationcanbe madetransparenthavailableto clients. For
aloadbalancetto be usefulin the context of the Internetit mustwork seemlessly
with existing protocols. The mechanisnmo communicatenformationto clients
should,ideally, beindependensf any particularhost,a globally redundansystem
is mostdesirable DNS is awell establishegbrotocolthatis usedby clientsonthe
Internet. DNS alsohasa measureof redundang built in, asa domainmay have
multiple namesenersandclientswill attemptto find anactive namesener for a
domainbeforereturninganerror Thesetwo charactaristicsnake communicating
globalloadbalancingnformationover DNS anattractve option.
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It is also possibleto convey load balancinginformation using HTTP redirects.
While usingHTTP redirectds only usefulin thecontext of HTTP it is of notethat
web sitesarean applicationthatbenefitwell from globalload balancing.The ad-
vantageof usingHTTP redirectss thata muchfiner granularlitymaybeachiesed,
perURL asopposedo perhostasfor DNS.

This papemwill examinedesigningandimplementinga globalload balancetusing
BGP asthe basisfor the underlyingalgorithm. Resultsmay be communicatedy
DNS or HTTP redirectsand the implemenatiorhasthe flexibility to allow other
applicationdo tie into theloadbalancer

2 SelectingServers

An importantcomponentf global load balancingtraffic is to determinewhich
POF shouldhandleanincomingconnection.Therearemary criteriathatcanbe
takeninto accountincluding: Relatve Capacityof differentPOPs;Relatve Load
of differentPOPs;Lateny betweenPOPsandclient; Network distancebetween
POPsandclient.

It isimportantthatwhenanew connectioris receved,allocatingthe connectiorto
theapropiatePOPis donequickly. A longandinvolvedprocesdo determinevhich
POPto allocatea connectionto will, at best,causethe connectionestablishment
time for theclientto beslow. At worstthe client maytime-out.

2.1 Load and Capacity

Informationon the relatve capacityandload of differentPOPsmay be collected
and storedlocally and usedto quickly determinethe bestsite for an incoming
connectionbasedon thesecriteria. However, the internalload of a POPdoesnt
necessarilgorrelateo its apropriatenessin underloadedOR 23 hopsaway may
well provide inferior serviceto a moreloadedPOR 2 hopsaway. It is certainly
not accurateto say that communicatingo all POPsis of equalcostfor a given
client. Thisis in contrastto load balancingover a LAN wherecommunicatiorto
all senerscan— reasonablye expectedo beequal.

1POP:PointOf PresanceA hostor groupof hostsconnectedo the Internet,usuallyin asingle
physicallocation.
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2.2 Network Latency

It would seenmthatinformationaboutthe stateof the network may provide a valu-
ablemeandor determininghebestPOPto handleaclient’s connection A readily
availablenetwork metricis ping-time,ameausref theroundtrip time for apaclet
from onehostto anotherandbackagain.Unfortunately ping-timesarenot a good
measuref network performancelt is quite possiblefor a high lateny link to be
a high bandwidthlink. SatelliteandDSL aregoodexamplesof this. It is of note
that much Internettraffic, includingHTTPR, SMTPR, FTP andstreamingmediaare
bandwidth,ratherthanlateny sensitve. The usefulnesf ping-timesis further
compromisedf asymetricroutingis beingused,asthe ping-timewill notprovide
informationon ary differencesn theforwardandreturntrip times.

The collectionof ping-timesis also problematicas having POPsping a client is

inherentlyslow. It is possibleto cachethe resultsbut avoiding a delay whena

clientfirst connectss difficult. A ping may alsobe blocked by a paclet filter for

somereason.If ping pacletsarebeingblocked, at bestthe ping-timedatawill be

unavailableandatworstthe ping maytime-out,addingto thedelayin establishing
aconnectiorfor theclient.

2.3 Network AddressAllocations

APNIC?, ARIN® andRIPE* areresponsibldior, amongsttherthings, allocating
IP addresse® network providersandthelike. If assumptionaremadeaboutthe
locationof differentprovidersthenit is possibleto constructa loosemap of the
Internetwith somecreatve useof the whois commandand trawling of online
documentgprovided by theseorganisations.This mapmay be usedasa heuristic
to determinewhich POPIs closesto agivenclient.

While simple,this methodhasmary dravbacks. Constuctingsucha mapis only
pratcicalif POPsare on very distinct networks. Another problemis that static
mapsare not adaptve to network changesandfailures. It is alsotrue to saythat
sucha mapmay not accuratelyreflectnetwork topology— geographidocality is
no gauranteef netovrk-wise closeness.Furthermoreto reducethe compleity
andsizeof the mapit may be neccessaryo malke generalisationaboutnetworks
by aggr@atingsmall allocationsinto onelarger allocation— this mayreducethe
accurayg of themap.

It maybe possibleto suplementhemapby inspectinghe hostnameFor instance,
while a.com may be locatedanywhere, it is reasonabldéo assumehata .au

2APNIC: Asia Pacific Network InformationCentre:http://www.apnic.net/
SARIN: AmericanRegistry for InternetNumbers:http://www.arin.net/
‘RIPE: RéseauxP Europeens:http://www.ripe.net/
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is locatedin Australia. However, doing a reverselookup on the IP addressesf
connectingclientsmay createa significantperformanceroblem.

Thoughthe approactof manuallymappingthe Internetis somavhatcumbersome
it is simple oncesetup. No specialinformation or servicesare requiredfrom
upstreamproviders. And the mapis static, so lookupsshouldbe fast. The map
aproachcertainly hasits merits, but a more dynamicand automatednechanism
would be asignificantimprovement.

2.4 Routing Information

Routinginformationdetermineghe paththat pacletswill take. This information
changessnetwork topologychangesit would seemthatthis may provide useful
informationin determiningthe bestPOPfor a client. BGP is the protocol that
is usedto determinerouteson the Internet. The following sectiondiscussesiow
BGP works and how it may be usedto find the network-wise closestPOPfor a
givenclient.

3 BGP

The BorderGatevay Protocolversion4 (BGP)[9] is a routing protocol,asdefined
in RFC1773[2(Q. BGPis usedto communicateoutinginformationbetweendif-
ferentproviderson the Internetandfor this reasorreflectsthe paththattraffic will
take from a givenpointonthelinternet.

3.1 Routing Protocols

A routeis aasetof addresseandthenext hopusedto sendtraffic to theaddresses.
A routeris nominally a hostthathasmorethanonenetwork interfaceandmakes
decisionsaboutto which interface a given paclet shouldbe sent. As network
topologieshecomemorecomple, thenumberof differentroutesincreasesasdoes
the frequeng of routeschanging.For this reasonit is usefulfor routersto have a
methodfor dynamicallyupdatingroutesasthe network topologychangesthatis,
asotherrouterscomeand go from the network either becauseof administratre
change®r failuresof routersor links betweerrouters.

Routing protocolsare a mechanisnfor routersto communicataouteswith each
other Routersthat communicateouteswith eachotherarereferredto aspees.
Whenroutesare sentbetweenroutersthey containinformationin additionto the
addressethat the route covers and the next hop for this traffic. The additional
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informationmay be usedto expire therouteandto determinethe costof theroute
relative to otherroutes.Whenaroutersendssucharouteit is saidto beadvertising
A routeadwertisementanbe seenasa promiseto deliver traffic for a given setof
addressesAdvertisingroutesthat cannotbe satisfiedeadsto eitherroutingloops
or bladk-holing A routing loop refersto traffic bouncingbetweenroutersuntil
the maximumhop countis reached.Black-Holing refersto receving traffic and
thendiscardingit. In eithercasethe addressesoveredby therouteis effectively
removedfrom the network.

A prefixis asetof network addressethata givenroutecaovers.In routingprotocols
thisis givenaseithera classfulnetwork or in the caseof morerecentlydeveloped
routing protocolsa CIDR network. ClasslesdnterDomain Routing (CIDR) is
definedin RFC 1519[10]. CIDR networks allow networks to be definedas a
network addressanda netmaskgnablingmoreflexible division of networks than
classfulrouting.

Whenpeersareconfiguredto communicateouteswith eachotherthey aresaidto

have asessiomunning. Whenthesessions establishedheroutersadwertiseroutes
to eachotherandeachrouterusesthis informationto determinethe bestroutefor

eachprefixthathasbeenad\ertisedto it or is adwertisedby it. Whenasessiorgoes
down, eitheradministratrely or becausef a timeout, the prefixes adwertisedby

the peerin questionareremoved, enablingthe network to adaptto failures.

Routing protocolsare divided into two types: Interior Gatevay Protocol (IGP)
andExterior Gatevay Protocol(EGP).An IGP is concernedvith managingoutes
within a single network, ensuringthat eachpoint of the network is ableto getto
all otherpointsin the network. An EGP communicatesnformationaboutwhich
addressearewithin anetwork or maybeaccessethroughanetwork. WhenBGP
is usedto communicateroutesbetweendifferent networks on the Internet, it is
beingusedasanEGP

3.2 AutonomousSystems

WhennetworkscommunicateoutesusingBGP, individual networks areidentified
using an AutonomousSystem(AS) Numberasdefinedin RFC 1930[1]. Each
routecommunicatedisingBGP containsan ASpath, anorderedist of ASesthat
theroutehasbeenadertisedby.

As an examplesupposehat therearethreenetworks, imaginatively namedNet-
work A, B andC, asperfigure 1. TheseNetworks have the AS numbers64600,
64601and 64602respectiely. Networks A and C are eachdirectly connected
to B. A border router is a router on the edgeof a network that communicates
directly with routerson other networks. BGP peeringsessionsare run between
borderroutersin Networks A andB andNetworksB andC. Thereis nodirectlink
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Link and
BGP Session

Network B
AS64601

Network C
AS64602

Network A
AS64600

Figurel: Network Diagram- Transit

betweenNetworks A and C, ratherthesenetworks seeroutesto eachotherthat
transitthroughNetwork B. This given, the AS pathon a routerin Network A for
a prefix advertisedby Network C would be 6460164602,shaving that the route
originatedfrom AS64602and was transitedthroughAS64601. In otherwords,
traffic will travel throughNetwork B to getto its ultimatedestinationNetwork C.

3.3 Finding The Peer Closestto a Client

Now supposethat a provider hastwo POPs,one on eachof Network A andC,
calledPOPX andY respecirely. Thisis shavn in figure 2. By obtainingBGP
informationfrom upstreammetworks andthe otherPOPIt is possiblefor a POPto
determinenvhich POPIs closesto agivenlP addressThatlP addresgouldbethat
of aclientwantingto access serviceavailableon both POPs.Theresultcouldbe
usedto determinewvhich POPthe client shouldconnectto.

To do this eachPOPhasan AS Number this may be from the range64512to
65535, which is resered for private useby the InternetAssignedNumbersAu-
thority (IANA) asdescribedn RFC 1930. All ASesusedin thesesexamplesare
from this range. All IP addressessedin examplesarefrom rangesresenred for
privateuseasperRFC1918[21.

EachPOPsetsup a BGP sessionwith its upstreamrmetwork or networks. In this
examplePOPX will have a BGP sessiorwith a routerin Network A. Similarly
for POPY andNetwork C. As the POPswill notbe originatingary valid routesit
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Figure2: Network Diagram- Pointsof Presence

is importantthatthe POPsare configurednot to sendary routesto the upstreams
andthe upstreamsre configurednot to acceptary routesfrom the POPs.Thisis
referredto asfiltering. OncetheseBGP sessionsre establishedeachPOPhasa
view of all theroutesthatits respecire upstreamhas. This is extendibleto POPs
with multiple upstreamsy the POPin questionestablishingBGP sessionsvith
eachof its upstreamsBY establishinga multi-hopBGP SessiorbetweenPOPsX
andyY it is possiblefor eachPOPto seetheview of the network thatPOPhas,and
in turn theview thatPOP5 upstreamhas.

If therouterrunningthe BGP sessionso Network A from POPX is queriedfor the
prefix usedto routetraffic to anaddressn Network C thentherearetwo probable
answersA prefixwith the AS path646006460164602aslearnedhroughtheBGP
sessiorwith Network A, or a prefixwith AS path6470264602aslearnedthrough
the multi-hop BGP sessionwith POPY. The latter prefix shouldbe preferredasit
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hasa shorterAS path, thoughit is possibleto changethis usingweights. As the
preferredpath containsthe AS numberof POPY, this mustbe closerto the the
queriedaddressn termsof the BGP routingtopology This meanshatif the AS
numberfor oneof the POPsappearsn the AS pathfor a preferredprefix thenthe
correspondind®OPmustbe closerto the addressesoveredby the prefix thatthe
POPmakingthe request.If the AS numbersof multiple POPsappearin the AS
paththenthelastPOPIn the AS pathmustbeclosestasAS numbersattheendof
the AS patharecloserto the origin thanthoseat the beginning.

4 Directing Traffic

While it is importantto devise a workablealgorithmto load balancetraffic, it is
alsoimportantto make thisinformationtransparenthavailableto users.

TechnologiesuchasTheLinux Virtual Sener[6] thatimplementLayer4 Switch-
ing® while very effective for loadbalancingraffic onalLocal AreaNetwork (LAN),

do not extendwell to load balancingover a Wide Area Network (WAN) suchas
theInternet. Thesetechnologiesely on all in-boundpacletsand,often, all return
pacletspassinghrougha singlepoint. While this is acceptablen a LAN where
all pacletsmustpassthroughalimited numberof switchesandroutersthefunda-
mentalproblemwith usingthis in the context of a WAN is that having all traffic
passthroughonesite, only to be sentto another hasthe potentialto significantly
increaselateng. This also hasthe potentialto reducereliability as paclets are
traversingmorehopsacrosgotentiallyuncontrollednetworks.

A stepforwardwould beto provide a mechanisnior connectiongo beredirected
to anothersite, suchthatoncethe redirectionhasbeenmadeclientscommunicate
directly to the site they have beenredirectedo. It alsomakessenseao allow ary
participatingsite to male this redirection.Thus,no sitewould be a single point of
failure for establishingor maintainingconnectiondor the network presenceasa
whole. Two waysof achiezing this areby usingDNS andHTTP redirects.

4.1 DNS

Typically DNS[18][19[16]° senersaresetup to staticallymapa given queryto
areply or list of replies. In the caseof a hostnamdookup, an IP addressor list
of IP addressewill bereturned. Generally the resultchangesnfrequentlyif at

SLayer4 Switching: Determiningthe pathof pacletsbasedninformationavailableatlayer4 of
the OSI 7 layerprotocolstack.In thecontet of theInternet thisimpliesthatthe IP addresandport
areavailableasis the underlyingprotocol, TCP/IPor UDP/IR This is usedto effect load balancing
by keepinganaffinity for aclientto a particularsener for the durationof a connection.

®DNS: DomainNamesService:Mapshostnameso IP addresseandvice versaon the Internet.
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all. It is, however, possibleto have a DNS sener thatreturnsresultsbasedon the
outputof somealgorithm. This allows resultsto be determineddynamically In
this way theresultsof DNS lookupsmay be usedthe communicatehe resultsof a
loadbalancingalgorithmto clients.DNS is afair choicefor this applicationasthe
DNS protocolis designedvith somemeasuref redundang A domainmay have
multiple DNS senersandif onefails othersmayhandlerequestsvithouttheclient
beingnotified of any problems.

As anexample,supposeéhatwwwslarken.og.au is mirroredbetweerPOPX and
Y andDNS is beingusedto distribute traffic betweenhesetwo POPsasshavn in
figure3.

1. ClientMakesDNS Requesto local DNS Senerin Network C for
wwwslarken.og.au

2. TheDNS Senermakesarecursve queryon behalfof theClient. In doingso
it queriesPOPX for theIP addres®f wwwslarken.og.au. Both POPX and
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Y areauthoratie for theslarken.og.au domain,the Network C DNS Sener
happengo queryPOPX thistime around.POPY would do equallywell.

3. TheDNSsenerin POPX is abledeterminghebestPOPfor agivenconnec-
tion. Note thatthe bestPOPfor the Network C DNS Sener is queriedand
not the bestrouteto the Client, asthe IP addresf the Clientis not known
totheDNS senerin POPX. ThisassumeshatClientsuseDNS senersthat
arenetwork-wise closeto them. The IP addresof the web sener or farm
in POPY is returnedn responseo the DNS queryby the Network C DNS
Sener.

If POP X had beendownn then the Network C DNS Sener would have
queriedPOPY andreturnedhe IP addres®f thewebsener or farmwithin
itself, thusthe resultwould bethe same.

If POPY wasdown thenthe queryto theroutesenerin POPX would have
shavn thatPOPX wasthe closestPOPto the Network C DNS Sener and
thelP addres®f thewebsener or farmin POPX would bereturned.

If bothPOPsweredown thentherewould be no resultandthe DNS lookup
wouldfail.

4. Network C DNS Sener respondgo the Client's DNS requestwith the an-
swerobtainedfrom POPX.

5. The client hasthe IP addressof a senerin POPY asthe IP addressof
www.slarken.og.auandmakesanHTTP requesto this sener.

6. Thesenerresponddo theClient's HTTP request.

42 HTTP

As an alternatve to using DNS to communicatdoad balancinginformation to

clientsHTTP[3|[7]’ redirectsmay be used. The advantageof this is that asthe

redirectionis doneby an HTTP sener much finer granularitymay be achieved.

WhereasDNS hasa granularityof perhostnameHTTP may have a per URL®

granularity For instanceall .jpeg , .jpg and.png URLS may be redirected
while all otherURL may be handledlocally. Thatis, imagesare load balanced
while HTML pagesarehandledby a centralsener.

Thekey disadwantageof usingHTTP redirectionis thatoncea clientis redirected
to a sitetheremay be no way of directingthe clientto anothersite. This maybea
problemif all URLs aredirectedto anothersite andthis site fails. Exceptby than

"HTTP: Hypertet TransferProtocol.Protocolusedto transferdataon the World Wide Web
8URL: UniversalResourcé ocator
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manuallygoing backor reloadingthe initial URL, the clienthasno way to access
anactive site.

Suppos@nceagainthatwwwslarken.og.auis mirroredbetweerPOPX andY and
thatHTTP redirectsarebeingusedto distribute traffic betweerthesetwo POPs A
samplerequestmaywork asfollows:

1. Websenersor farmsin POPX andY are both listed asIP addresse$or
wwwslarken.og.au. Theclienthappendo sendanHTTP requesto POPX
thistime around.POPY would do equallywell.

2. The HTTP sener in POPX is ableto redirectclientsto the network-wise
closestPOPR Note that the IP addressof the Client is usedhere,whereas
whenusing DNS the IP addressof the Client's DNS sener is used. The
HTTP senerthensendsan HTTP redirectto a URL thatresohesto the IP
addres®f awebsener or farmin POPY, wwwy.slarken.og.au

If POPX hadbeendown thenthe client would mostlikely have stalled. A
reloadwould probablyhave casecanHT TP requesto besentto the otherIP
addresdor wwwslarken.og.au andPOPY would handlethe requestrom
there.
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If POPY wasdown thenthe queryto theroutesenerin POPX would have
shavn thatPOPX wasthe closestPOPto the Clientandthe Apachesener
would sendan HTTP redirectto a URL thatresohesto the IP addressf a
websener or farmin POPX, wwwx.slarlen.og.au.

If bothPOPsweredown thenthe connectiorwould fail, aswould areload.

3. The Client haswwwy.slarken.og.au, the URL of a sener in POPY and
makesanHTTP requesto this sener.

4. Thesenerrespondgo theClient's HTTP request.

5 Implementation: Super Sparrow

SuperSparrav is animplementatiorof globalloadbalancingwrittenin C[15] and
releaseduinderthe GNU GeneralPublic Licenceand GNU LesserGeneralPub-
lic Licence[§. SuperSparrav is available from http://supespariow.org/ andis

suppliedwith sourceandRPM[2]° packagesvith comprehense onlinedocumen-
tation. SuperSparrov is ableto loadbalanceraffic by usingBGPto find the peer
closesto aclient.

5.1 Route Serwers

To avoid the needfor yet anotherBGP implementation SuperSparrev accesses
BGPinformationby queryingrouteseners. A routesener is arouter or hostrun-
ningaroutingdaemonthatmaybequeriedfor thepreferredorefixfor alP address.
Thecurrentimplementatiorsupportghreedifferentrouteseners: GNU Zebra[14
andGateD[17, routingdaemonshatrunonavarietyof platformsincludingLinux?,
andCiscolOS[4], the operatingsystemthat runson Ciscoroutersandis synory-
mouswith BGP androutingin general.

The currentimplementationusestelnetaccesgo route senersto querythe pre-
ferred prefix for an IP address.The tenetinterfaceto route senersis generally
intendedor manualinteractionwith theroutesener but providesareasonablyast
andportableway of otherprogrammesccessinghe routesener. A sampleses-
sion with GNU Zebrato determinethe preferredprefix for 192.168.193.15
from aroutesenerrunningon 192.168.192.13  is givenin figure5.

Theresultsshavn in the figure indicatethat thereare two prefixesfor the query
madeandthatthe secondorefix listedis preferred.The AS pathfor the preferred

®RPM: RedHat PackageManager
OLinux is atrademartof Linus Torvalds
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$ telnet  192.168.192.13 bgpd
Trying 192.168.192.13...
Connected to 192.168.192.13.
Escape character is .

Hello, this is zebra (version 0.89.horms.pre.2)
Copyright ~ 1996-2000 Kunihiro  Ishiguro

User Access Verification

Password:
jasmine> sho ip bgp 192.168.193.15
BGP routing  table entry for 192.168.193.0/24
Paths: (2 available, best #2, table Default-IP-Routing-
Table)
64600 64601 64602
192.168.192.12 from 192.168.192.12 (192.168.192.12)
Origin  IGP, metric 1, localpref 100, valid, external
Last update: Fri Oct 6 15:47:28 2000

64702
192.168.193.11 from 192.168.193.11 (192.168.193.11)
Origin  IGP, metric 1, localpref 100, valid, exter-
nal, best
Last wupdate: Fri Oct 6 15:44:05 2000

jasmine>  exit
Connection closed by foreign  host.

Figure5: DeterminingThe PreferedPrefixUsing GNU Zebra

prefix is 64702 . 1t is the AS path of the preferredprefix that SuperSparrov
usesto determineif a point of presencen the SuperSparrev network is closer
to the addressegin queriedthanthe route sener being queriedas describedn
section3.3.

5.2 libsupersparrow

Thecorefunctionalityof SuperSparrav, includingtheability to communicatevith
route senersis encapsulatea@s a library, libsupesparow. Breakingthis code
outinto alibrary allows flexibility to make the algorithmavailableto a variety of
applications.
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Thelibrary is ableto manageconnectiondo multiple route senersand multiple
connectiongo asingleroutesener. In thelattercaseconnectiongarecachedsuch
that if multiple connectiongo a route sener are requested single connection
will be openedandshared.This avoidsthe possibility of exceedingthe maximum
numberof connections routesener will accept.

Resultsreadfrom routesenersmay be cachedo increaseperformanceandavoid
placingexcessie loadonrouteseners. Theimplementatiorof thisis quitesimple.
Resultsare storedin a self reorderinglinked list. Queriesto the cachesearch
throughthe list sequentiallyandif aresultis foundit is movedto the front of the
list. Thenumberelementandthetimeoutfor elementsn thecachds configurable.
Thoughsimple,the cacheyields a significantperformancencreaseif successie
gueriesarereceiedfor thesamelP address.

The library also manageghe relationshipbetweenthe AS numbersof POPand
their IP addressesr hostnamesThis enableghelibrary to determinef the pref-
eredprefixfor anaddressasreturnedby aroutesener, includesthe AS numberof
apeerandif sothelP addressesr hostnameshatshouldbereturnedaccordingly

Two aplicationsthat link againstlibsupersparne have beenwritten: mod.super-
sparrow adriver modulefor Dentsto allow SuperSparrav to betied to theDNSfor
adomain,andsupesparow a standalonautility thatmay be usedfor testingand
tying SuperSparrov to aplicationsthat cancommunicateover standard/O. The
lattermaybeusedin conjunctionwith Apaches mod.rewrite to tie SuperSparrov
directly to Apache.

5.3 mod_supersparrow (DNS)

Dents[3 is a modularDNS sener thatis intendedas a drop in replacementor
BIND[13].

Dentsallows zonesto be mountedin the namespacemuchin the sameway that
UNIX allows partitionsto be mountedin a directory structure. Justas different
mountedpartitionsin a directory structuremay have differentfile systemscon-
trolled by different portionsof codein the kernel, Dentsallows different zones
types,controlledby driver modules.

Accessto a the root namesener is analogoudo theroot (/) directoryin a UNIX

directorystructure.Dentsallows this zoneto be mountedandresohed usingthe
driver modulemod.recursve. BIND for oneusesRFC 1035[19 style zonefiles.
Thisis supportedn Dentsby mountinga zoneusingthemod stddbdriver module.

Oneadvwantageof beingableto usedifferentdriver moduless thatarbitrarymod-
ulesmay be defined. Driver modulesthat accesszoneinformationstoredin are-
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lational databaseor producestandardnappingsgrom anIP addresgo ahostname
for dialuppoolsaretwo exampleapplications.

SuperSparrav implementsa Dentsdriver module,mod supespariow, thatallows
Dentsto return resultsbasedon information from BGP speakingroute-serers.
In this way the IP addresgeturnedfor a hostnamdookup may be governedby
the BGP-basedjlobal loadbalancingalgorithm implementedoy SuperSparrav.
Detailsof how client-serer interactionsvork in sucha setuparedescribedn sec-
tion4.1.

5.4 supersparrow

supesparow is a stand-alonapplicationthatis linked againstlib_supersparne.

Theprimaryintentionof this applicationis to actasa deluggingtool duringdevel-
opmentof lib_supersparm. Asit turnsout, supersparm maybeusedin conjunc-
tion with applicationghatareableto commumicatevith otherprogrammesising
standard/O ausefulexampleof whichis Apaches mod.rewrite.

5.5 supersparrow with Apache(HTTP)

Oneof the mostapealingaspectof The ApacheHTTP Sener[1] is its flexibility

affordedto a large extent by its modulararchitecture. An excellentexample of
this is mod.rewrite which is partof the standardApachedistribition. mod.rewrite
allows arbitary rewriting of requestseceved by Apacheto other URLs at run
time. Therewrite is doneby a mapandoneof the maptypessupporteds running
anexternalprogramme.

mod rewrite communicatesith the external programmevia standardl/O. The
external programmeis run oncewhen apachestarts,requestsare written to the
programmes standardn andresultsarereadfrom theprogrammes starndaraut.
The supesparmow stand-alon@pplicationsupportsa batchmode,which allows it
to be usedasa mapfor mod.rewrite. In this way Apachemay betied directly to
SuperSparrav to achiere the semanticglescribedn section4.2.

6 Conclusion

WhenimplementingGlobal Load Balancingthereis a needto take into account
factorsthatare not apparenwhenload balancingtraffic on a LAN. In particular
thereis a needto be completelyindependentf othersites.For this reasonsneth-
odssuchasDNS andHTTP Redirectionareattractve for directingclients. Thisis
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in directcontrasto localloadbalancingvheremethodssuchasLayer4 Switching
offer superiorcontrol of traffic.

TheBGP-basealgorithmdiscussegrovidesapowerful mechanisnior determin-
ing the network-wise POPfor a client. It doesnot, however, take into accountthe
relative capacityor load of the POPsthattraffic is beingdirectedto. The assump-
tion madeis thateachPOPhassuficient capacityto copewith the traffic thatit
is likely to receve. For this assumptiorto hold, local load balancingmay needto
be deplo/ed at eachPOPR The SuperSparrav implementatiorhasbeendesigned
with this in mind and will work with local load balancingtechnologiesuchas
layer 4 switchingtechnology In particular SuperSparrav is designedo work
in conjunctionwith Ultra Monkey[12] which utilisesthe Linux Virtual Sener to
effectlayer4 switching.

It is anticipatedthat in the future the implementationof SuperSparrav will be
expandedto allow other non BGP-basedlgorithmsthat may take into account
factorssuchasPOPcapacityandload. Ideally analgorithmthatcombinesapacity
andloadinformationwith BGPwould provide a very flexible solution.
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